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Abstract— Despite the increasing use of social media 

platforms for information and news gathering, its 

immoderate nature will create peoples like keyboard 

warriors, rumormongers etc. This often leads to the 

emergence and spreading of rumors, i.e. pieces of 

information that are unverified at the time of posting. At 

the same time, the openness of social media platforms 

provides opportunities to study how users share and 

discuss rumors, and to explore how natural language 

processing and data mining techniques may be used to find 

ways of determining their veracity. In this survey, we 

introduce the Big Data technology and discuss two types of 

rumors that circulate on social media; long-standing 

rumors that circulate for long periods of time, and newly-

emerging rumors spawned during fast-paced events such 

as breaking news, where reports are released piecemeal 

and often with an unverified status in their early stages. 

We provide an overview of datasets into social media 

rumors with the ultimate goal of developing a rumor 

classification system that consists of four components: 

rumor detection, rumor tracking, rumor stance 

classification and rumor veracity classification. We delve 

into the approaches presented in the scientific literature 

for the development of each of these four components. We 

summarize the efforts and achievements so far towards the 

development of rumor classification systems and conclude 

with suggestions for avenues for future research in social 

media mining for detection and resolution of rumors 
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I. INTRODUCTION 

The data which is beyond the storage capacity and beyond the 

processing power such a data is called Big Data. Big data 

means really a big data; it is a collection of large datasets that 

cannot be processed using traditional computing techniques. 

Big data is not merely a data; rather it has become  a complete 

subject, which involves various tools, techniques and 

frameworks. Data which are very large in size is called Big 

Data. Normally we work on data of size MB(Wordbook, 

Excel) or maximum GB(Movies, Codes) but data in Petabytes 

i.e. 10^15 byte size is called Big Data. It is stated that almost 

90% of today's data has been generated in the past 6 years. 

In this paper we are analyzing truth data by using Hadoop tool 

along with some Hadoop ecosystems like hdfs, Map Reduce, 

sqoop, hive and pig. By using these tools processing of data 

without any limitation is possible, no data lost problem, we 

can get high throughput, maintenance cost also very  less and 

it is an open source software, it is compatible on all the 

platforms since it is Java based. In data is related large volume 

of storage of research paper publishing website. 

 

II. PROPOSED ALGORITHM 

Existing Application (MySQL): 

In MySQL is a relational database management system. 

RDBMS uses relations or tables to store Truth data as a matrix 

of rows by columns with the primary key. With MySQL 

language, Textual data in tables can be collected, stored, and 

processed, retrieved, extracted and manipulated mostly for 

business purpose. The existing concept deals with providing 

backend by using MySQL which contains a lot of drawbacks 

i.e. data limitation is that processing time is high when the 

data is huge and once data is lost we cannot recover so thus we 

proposing concept by using Hadoop tool. 

 
Connector (Sqoop): 

Sqoop is a command-line interface application for transferring 

Truth Discovery data between relational databases (MySQL) 

and Hadoop. Here in MySQL database having Truth 

Discovery data have to import it to HDFS using Sqoop. Truth 
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Discovery data can be moved into HDFS/Hive from MySQL 

and then it will generate the java classes. In previous cases, 

flow of data was from RDBMs to HDFS. Using "export" tool, 

we can import data from HDFS to RDBMs. Before 

performing export, Sqoop fetches table metadata from 

MySQL database. Thus we first need to create a table with 

required metadata. 

 
 

Analysis Query Language (Hive): 

Hive is a data warehouse system for Hadoop that runs SQL 

like queries called HQL (Hive query language) which gets 

internally converted to map reduce jobs. In Hive, Truth 

Discovery data tables and databases are created first and then 

data is loaded into these tables. Hive as data warehouse 

designed for managing and querying only structured data that 

is stored in tables. Hive organizes Truth Discovery data tables 

into partitions. It is a way of dividing a table into related parts 

based on the values of partitioned columns. Using partition, it 

is easy to query a portion of the given dataset. Tables or  

partitions are sub-divided into buckets, to provide extra 

structure to the Truth Discovery data that may be used for 

more efficient querying. Bucketing works based on the value 

of hash function of some column of a table. 

 

 
 

Analysis Latin Script (Pig): 

To analyze Truth Discovery data using Pig, programmers need 

to write scripts using Pig Latin language and execute them in 

interactive mode using the Grunt shell. All these scripts are 

internally converted to Map and Reduce tasks. After invoking 

the Grunt shell, you can run your Pig scripts in the shell. 

Except LOAD and STORE, while performing all other 

operations, Pig Latin statements take a relation as input and 

produce another relation as output. As soon as you enter a 

Load statement in the Grunt shell, its semantic checking will 

be carried out. To see the contents of the schema, you need to 

use the Dump operator. Only after performing the dump 

operation, the Map Reduce job for loading the data into the 

file system will be carried out. Pig provides many built-in 

operators to support data operations like grouping, filters, 

ordering, etc. 

 

 
 

Processing (Map Reduce): 

Map Reduce is a framework using which we can write 

applications to process huge amounts of Truth Discovery data, 

in parallel, on large clusters of commodity hardware in a 

reliable manner. Map Reduce is a processing technique and a 

program model for distributed computing based on java. The 

Map Reduce algorithm contains two important tasks, namely 

Map and Reduce. Map Reduce program executes in three 

stages, namely map stage, shuffle stage, and reduce stage. The 

map or mapper’s job is to process the input data. Generally the 

input data is in the form of file or directory and is stored in the 

Hadoop file system (HDFS). The input file is passed to the 

mapper function line by line. The mapper processes the data 

and creates several small chunks of data. This stage is the 

combination of the Shuffle stage and the Reduce stage. The 

Reducer’s job is to process the data that comes from the 

mapper. After processing, it produces a new set of output, 

which will be stored in the HDFS. 



International Journal of Engineering Applied Sciences and Technology, 2022 
Vol. 7, Issue 7, ISSN No. 2455-2143, Pages 107-110 

Published Online November 2022 in IJEAST (http://www.ijeast.com) 
 

109 

 
 

III. EXPERIMENT AND RESULT 

Apache Spark is an open source processing engine built 

around speed, case of use, and analytics. If you have large 

amounts of data that requires low latency processing that a 

typical Map Reduce program cannot provide, Spark is the 

alternative. Spark provides in-memory cluster computing for 

lightning fast speed and supports Java, Scala, and Python APIs 

for ease of development. 

 

SOFTWARE REQUIREMENTS: 

INTRODUCTION: 

The following describes the requirement specification for An 

efficient and scalable detection of truth in social media using 

big data. 

Purpose 

 

The purpose of this document is to outline required hardware 

and software specifications that are needed to big data 

platform. 

 

SOFTWARE DESCRIPTION: 

 

Framework :  Hadoop 

Operating System  :   cent OS 

IDE : Eclipse 

Database  :   MySQL 

 

HARDWARE REQUIREMENTS: 

 

Processor :   Pentium IV 2.6 GHz, Intel Core 2 Duo. 

Ram : 4GB DD Ram 

Monitor : 15‖ color 

Hard disk : 80 GB 

 

SYSTEM ARCHITECTURE: 

 
 WORKING OUTLINE: 

 
EXPERIMENT SAMPLE RESULT: 

 
 

IV. CONCLUSION 

In this paper, we presented a study Hadoop ecosystem is 

having hive, pig, map reduce tools for processing whether 

output will take less time to process and result will be very 

fast. Hence in this project already textual data which is 

traditionally going to store in RDBMS which has less 
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performance hence by using Hadoop tool we can be faster and 

efficiently processing the data. 

 

V. FUTURE WORK: 

Apache Spark is an open source processing engine built 

around speed, case of use, and analytics. If you have large 

amounts of data that requires low latency processing that a 

typical Map Reduce program cannot provide, Spark is the 

alternative. Spark provides in-memory cluster computing for 

lightning fast speed and supports Java, Scala, and Python APIs 

for ease of development. 
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